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A solar radiation database for Chile
Alejandra Molina1, Mark Falvey1 & Roberto Rondanelli1,2

Chile hosts some of the sunniest places on earth, which has led to a growing solar energy industry in 
recent years. However, the lack of high resolution measurements of solar irradiance becomes a critical 
obstacle for both financing and design of solar installations. Besides the Atacama Desert, Chile displays 
a large array of “solar climates” due to large latitude and altitude variations, and so provides a useful 
testbed for the development of solar irradiance maps. Here a new public database for surface solar 
irradiance over Chile is presented. This database includes hourly irradiance from 2004 to 2016 at 90 m 
horizontal resolution over continental Chile. Our results are based on global reanalysis data to force a 
radiative transfer model for clear sky solar irradiance and an empirical model based on geostationary 
satellite data for cloudy conditions. The results have been validated using 140 surface solar irradiance 
stations throughout the country. Model mean percentage error in hourly time series of global horizontal 
irradiance is only 0.73%, considering both clear and cloudy days. The simplicity and accuracy of 
the model over a wide range of solar conditions provides confidence that the model can be easily 
generalized to other regions of the world.

The main energy source for atmospheric and ocean dynamics is solar radiation. Of all the solar energy that 
reaches our planet, roughly 70% is absorbed (by the earth’s surface and the atmosphere) and the remaining energy 
is reflected to space. Nowadays, we are able to collect part of that energy and use it to produce heat and electric-
ity. The development of new types of solar energy collectors (PV and CPS) not only makes this type of energy 
competitive with fossils fuels, but also has less negative environmental impacts, as solar energy is considered a 
renewable energy source and cleaner than fossil fuel energy production. Chile’s Atacama Desert has been shown 
to have the highest long term solar irradiance of any place on Earth1 and it is a national priority to encourage the 
use of this resource according to the National energy strategy 2012–20302 and the National energy policy3. Many 
other physical and biophysical processes require knowledge of surface solar irradiance at high space and time 
resolution, such as the calculation of hydrological budget4, surface energy budget at the ocean5 and the growth of 
photosynthetic organisms over land and oceans. For these reasons, it is critical to have an accurate quantification 
of the solar energy at high temporal and spatial resolutions throughout the country.

Historical databases of the solar resource in Chile consist of both surface observations of horizontal global 
irradiance (GHI) and simulated data from atmospheric models6–10. The measurement based dataset consists of 
maps of interpolated global horizontal irradiance for all the national territory based on observations from the 
National Solarimetric Archive6. However, this database only considers 89 stations with measurements between 
1961 and 1983, with many incomplete years and a lack of reliable metadata (information about the instru-
ments and operational procedures to measure). For instance, the comparison of the database of the National 
Solarimetric Archive with the measurements of the National Energy Commission11, reveals differences of up to 
20% in many areas12, that render this particular information unreliable for plant design.

Along with the previously mentioned national database, there are international databases that provide GHI 
and direct normal irradiance (DNI) which include data for the Chilean territory such as Meteonorm8, SolarGIS9, 
SSE-Nasa (Surface meteorology and Solar Energy)10 and the CERES Synoptic product13. The first two are 
paid-access databases and the latter two, SSE-Nasa database and CERES Synoptic product, have a relatively coarse 
spatial resolution (1 degree), which can lead to large errors in coastal areas (where large topographic and cloud 
distribution gradients can occur) or in regions with complex topography. The National Institute of Space Research 
(INPE) of Brazil has also developed GHI maps for all South America, using the GL1.2 model, which incorporates 
cloudiness information from the GOES EAST satellite7,12. These maps from INPE consist of 5-day GHI averages, 
with 0.4 degrees spatial resolution. Ortega et al.12 compared this data with national observations, and they found 
a mean percentage error (MPE) of 7.2% for the entire year and up to 40% during winter months. Such large errors 
are considered unacceptable for solar plant design purposes.
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With the aim of reducing entry barriers to the solar industry, the Chilean government has promoted the 
development of a long-term, high spatial resolution and locally validated database of total solar irradiance at the 
earth’s surface. We present in this paper a public on-line, validated database of the solar energy resource for the 
entire Chilean territory (excluding Antarctic territories), calculated with a radiative transfer model and satellite 
data, with hourly data from 2004 until 2016 at 90 meters spatial resolution. The next sections describe in detail the 
methodology, the results and the validation approach.

Methodology
For a given solar elevation, the amount of radiation that reaches the surface depends on the composition of 
the atmosphere along the path between the sun and the surface, of which the most variable component is the 
liquid and solid water within clouds. One possible approach for evaluating solar irradiance is using mesoscale 
numerical atmospheric models, that simultaneously predict the behavior of the radiatively active substances in 
the atmosphere and their impact on surface irradiance. However, accurate cloud representation is a difficult prob-
lem for numerical atmospheric models, especially for clouds that have small horizontal or vertical scales, such 
as convective cumulus and stratocumulus14,15. Many such models largely overestimate surface solar irradiance, 
which can be traced directly to an underestimation of cloud cover4,16. In addition, given the complexity of radia-
tive transfer processes for cloudy conditions in numerical weather prediction models17, it would take significant 
computational time and resources to create such long-term database (with no guarantee of accuracy due to the 
cloud biases described above). As such, for the purpose of solar irradiance estimation of past conditions, it seems 
more appropriate to characterize cloudiness using observed fields from satellite, and many models have been 
formulated using this type of data to incorporate clouds in solar irradiance calculations18–23.

In this section the methodology used for global horizontal irradiance (GHI), direct normal irradiance (DNI) 
and diffuse horizontal irradiance (DHI) over Chile is described. A schematic diagram of the methodology is pre-
sented in Fig. 1. First, the CLIRAD-SW radiative transfer model24 has been used to characterize the influence of 
gases and aerosols on the incident solar irradiance for clear sky conditions. Second, we apply statistical algorithms 
to detect cloud cover using the visible channel and the infrared channels 2 and 4 from the GOES EAST satellite. 
Third, for cloudy periods the radiation reflected by clouds is subtracted from clear sky irradiance to obtain a first 
approximation of the GHI and DNI at the surface. And finally, an empirical model has been derived for cloudy 
periods, which allows us to include the effect of absorption produced by clouds.

Clear sky irradiance.  Radiative transfer model.  We use the CLIRAD-SW radiative transfer model to esti-
mate the clear sky solar irradiance (DHI, DNI and GHI). CLIRAD-SW was developed by the NASA Laboratory 
for Atmospheres24 as a computationally efficient radiation scheme for use within general circulation models. It 
is a 1-dimensional model and requires the following input variables: the irradiance incident on the top of the 
atmosphere, vertical profiles of temperature, water vapor, liquid water, ice, aerosols and ozone, and total column 
amounts of carbon dioxide and methane. The model separates the solar electromagnetic radiation in eight spec-
tral bands corresponding to the ultraviolet (bands 1 to 4), visible (band 5) and infrared (bands 6 to 8). Each one 
of these spectral bands interacts with different atmospheric components through absorption and scattering (for 
example, bands 1 to 5 absorb ozone, bands 5 to 8 absorb water vapor and band 8 absorb carbon dioxide).

CLIRAD-SW considers absorption from CO2, O2, O3 and water vapor using a k-distribution function25, where 
(kλ) indicates the absorption coefficient in the central λ wavelength for the corresponding spectral band. The 

CLIRAD-SW
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Figure 1.  This scheme shows the flow of the methodology used to estimate GHI and DNI. Solid thick 
rectangles represents the models used. The doted rectangles show the input variables for each model. The solid 
thin rectangles show the output from the models.
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absorber amount (wi) and the absorption coefficient in the vertical level i are scaled according to the pressure (pi) 
and potential temperature (θi) of that level
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where, f ( , )i rθ θ  is a scaling function. For most molecules this function is negligible over the range of energy bands 
that affect total solar irradiance. The only significant scaling is associated with water vapor, in which the function 
is 1 0 00135( )i rθ θ+ . − . θr  is a reference temperature of 240 K and pr  a reference pressure equal to 300 hPa. The 
sum is over the n spectral bands that are considered to interact with each molecule and m is a constant coefficient, 
in this case, m 0 8= . .

Molecular scattering is parameterized as Rayleigh scattering, using constant coefficients that only depends on 
the corresponding spectral band. Incorporating aerosol effects on the model scattering requires additional inputs, 
such as the optical depth, the single scattering albedo and the asymmetry factor for each type of aerosol in each 
spectral band.

For each vertical level, the transmissivity and reflectivity are calculated for DNI and DHI using the 
δ-Eddington approximation26. Finally, radiative fluxes in each level are calculated, using the transmissivity and 
reflectivity values, through the adding two-stream fluxes approximation27.

Given DNI and DHI at surface level, GHI is calculated as

GHI DNI Z DHIcos( ) (4)= ⋅ +

where Z is the solar zenith angle for each particular time and location.

Meteorological inputs.  Measurements of the incoming solar irradiance at the top of the atmosphere (TOA) made 
by the Total Irradiance Monitor (TIM) radiometer are used as input for the CLIRAD-SW model. TIM is an 
instrument on board SORCE, which is the most recent satellite launched by NASA to measure solar irradiance28. 
This data considers the annual variability of the TOA irradiance given by the eccentricity of earth’s orbit, solar 
activity and other types of variability such as the 11 year solar cycle. It is important to include this variability 
because it is linearly related to the irradiance at the surface.

CLIRAD-SW explicitly incorporates the effect of each of the atmospheric components that are provided as 
input. For instance, vertical profiles of temperature, pressure and specific humidity from NCEP-NCAR reanal-
ysis29 have been used with a spatial resolution of 2.5 degrees. As CLIRAD-SW is only used to calculate clear sky 
irradiance, no liquid water or ice profiles are needed as input. The ozone column and aerosol optical depth are 
obtained from the Monitoring Atmospheric Composition and Climate (MACC)30 database from 2004 to 2012 
and from Copernicus Atmosphere Monitoring Service database (CAMS) from 2012 to the present. Both models 
are part of the European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System 
which uses them to generate gridded analyses of the chemical composition of the atmosphere31. These databases 
have spatial resolution of 0.25 degrees and for this work we use daily time resolution. As input for CLIRAD-SW 
aerosol optical depths for the 8 spectral bands of the model were calculated, using optical depth data at 469, 550, 
670, 865 and 1240 nanometers provided by CAMS and MACC. For each band, the angstrom coefficient was 
calculated using the AOD of the two closest spectral lines from MACC or CAMS. This coefficient was then used 
to calculate the AOD for the center of each band used by the CLIRAD-SW model. The aerosol single scattering 
albedo and asymmetry factor were selected to represent a rural aerosol type (0.98 and 0.97 respectively) for all 
bands. For carbon dioxide a constant value of 400 ppm is used, independently of the location and time, this value 
has been chosen to represent the CO2 global average for the last decade.

Cloud characterization.  Clouds are detected using the data from GOES EAST satellite32, which takes 
images every half hour almost every day for South America. This satellite captures images in five spectral chan-
nels, one visible (0.55–0.75 μm) and four infrared (3.8–4.0 μm, 6.7–7.0 μm, 10.2–11.2 μm and 11.5–12.5 μm). 
The raw satellite images are acquired from the CLASS database of NOAA (http://www.class.ncdc.noaa.gov). A 
postprocessing algorithm33 was applied to the raw images in order to calculate reflectivity fields from the visi-
ble band and temperature fields from the infrared bands. The algorithm corrects drifts of the instruments and 
changes in satellites.

During daytime, solar visible irradiance is reflected either by clouds or the surface and detected by the satel-
lite. When clouds are present, the reflectivity measured by the satellite usually exceeds the characteristic ground 
reflectivity. The present algorithm attempts to find a threshold that separates the reflectivity coming from the 
ground (clear sky case) from the one coming from a cloud (cloudy sky case). The reflectivity detected by the sat-
ellite is function of the solar irradiance incident on the reflective surface, so the threshold must also be a function 
of the incident solar irradiance. We developed a statistical method to separate clear from cloudy times for a single 

http://www.class.ncdc.noaa.gov
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satellite pixel. For each pixel, the satellite albedo time series is related to the respective clear sky global horizontal 
irradiance at the corresponding time-steps. The clear sky cases cluster in the lowest range of satellite reflectivities. 
The cloudy cases are generally dispersed in the scatter plot with much higher reflectivities for a given irradiance 
(e.g. Fig. 2). To obtain the threshold between clear and cloudy cases, the satellite reflectivity data in a particular 
location are divided into 30 groups depending on the solar irradiance. For each group, a histogram is made with 
the reflectivity values, such that the average of the histogram data slope, divided by the histogram minimum 
value, is less than 0.1. Subsequently, the reflectivity threshold is chosen as the point in which the absolute value 
of the histogram slope is maximum. Of these 30 threshold points, we only select those that are in the range of the 
average of the 30 values plus/minus 1.5 times the standard deviation. A third degree polynomial function is then 
adjusted to points that meet the previous condition. This polynomial function is defined as the final threshold 
function used to distinguish between the reflectivity of the ground or cloud for any incident solar radiation.

For places where clouds are present over 40% of time, as in the Chilean Patagonia (latitudes southwards of 
45° S), the algorithm is unable to find the threshold. For this area, a different algorithm was implemented. This 
alternative algorithm, based on Jedlovec34, uses infrared channels 2 and 4 (centered in 3900 nm and 10710 nm 
respectively) instead of the visible channel.

In this algorithm the brightness temperature is estimated from both channels in each pixel. The difference 
between the brightness temperatures of bands 4 and 2 is calculated (D(t)) and used to obtain the maximum pos-
itive difference (Dpos) and the minimum negative difference (Dneg) during the 20 previous days at the same time 
of day.

= ... <− −D max D t D t for D t( ( ), , ( )) ( ) 0 (5)neg i i i20 1

D min D t D t for D t( ( ), , ( )) ( ) 0 (6)pos i i i20 1= ... >− −

The value of the difference for a particular time-step is compared with the values of the previous step, and 
depending on the sign of the difference, the following conditions must be met for a time-step to be classified as 
cloudy:

< − < .If D i and D t D K( ) 0 ( ) 5 1 (7)i neg

If D i and D t D K( ) 0 ( ) 2 0 (8)i pos> = − > .

Finally, a high clouds filter is applied. The channel 4 brightness temperature is compared with the maximum 
brightness temperature of the past 20 days at the same time of the day. If the temperature is at least 18 degrees 
lower, then that time is classified as cloudy.

The infrared cloud detection algorithm is only used when the visible algorithm fails. The reason for prioritiz-
ing the visible algorithm is that they have four times higher spatial resolution than the infrared ones.

Empirical model for cloud attenuation.  Clouds interact with incident solar radiation through scatter-
ing and absorption processes. Several studies35,36 have estimated the solar radiation absorbed and scattered by 

Figure 2.  Example of the methodology of the cloud detection algorithm for a particular location. Each dot 
represents the satellite reflectivity with the corresponding clear sky irradiance. The orange solid line is the 
threshold set by the algorithm, the blue dots represent the clear sky and the orange dots the cloudy cases.



www.nature.com/scientificreports/

5SCientifiC REPOrts | 7: 14823  | DOI:10.1038/s41598-017-13761-x

clouds using theoretical models and measurements campaigns. Using a radiative transfer model, Liou35 estimated 
that the amount of solar radiation absorbed by clouds reaches 9% for stratocummulus and cummulus, 15% for 
altostratus and altocummulus thin clouds (200 m) and could get up to 27% for clouds 5 km thick. To accurately 
calculate the amount of cloud scattering and absorption using a physical numerical model, would be necessary 
to know the entire vertical cloud profile (liquid/solid content and droplet size distribution) for each time and 
location. Currently, there is no such database with cloud profile information with the spatial and time resolution 
needed to calculate hourly irradiance. An alternative method is to use cloud reflectivity data from satellite images 
to infer the effect of the physical properties of the cloud on solar radiation through an empirical model.

In this work, we developed a methodology based on GOES satellite images to calculate an empirical function 
that relates the clear sky irradiance to the cloud reflectivity to estimate the effects of the cloud cover in the final 
irradiance.

Using the radiative transfer model, the clear sky solar irradiance (GHIcs) is calculated. In a first approximation, 
one can neglect the effect of cloud absorption on solar radiation and consider that surface irradiance GHIR is just 
the clear sky radiation minus the radiation reflected by the clouds,

= ⋅ −GHI GHI A(1 ) (9)R cs V

where, AV  represent the reflectivity from the visible band of GOES for cloudy pixels.
The irradiance calculated considering the cloud reflectance effect only (GHIR), is compared against global 

horizontal irradiance measured at 40 ground stations for cloudy cases (see Fig. 3). Stations have been chosen in 
the central and southern regions of the country due to their high frequency of cloudiness. When the measured 
irradiance is smaller than about 850 W m/ 2, equation 8 overestimates the irradiance under cloudy conditions, this 
can be explained by the missing effect of absorption by clouds. On the other hand, when measured irradiance 
exceeds 850 W m/ 2, equation 8 underestimates it. This is caused by the overestimation of the cloud reflectivity in 
semitransparent clouds, as GOES satellite detects the total visible radiation from both clouds and terrain. To cor-
rect these effects, an empirical function (equation 9) is fitted to the data which relates solar irradiance under 
cloudy conditions (GHIcld) with GHIR.

GHI GHI GHI0 00044 0 58 (10)cld R R
2= . ⋅ + . ⋅

Figure 3 shows that the empirical function provides a very good approximation to the observed irradiance 
over most of the range of GHIR, with a r-square of 0.96. Where the calculated irradiance exceeds 700 W/m2 there 
are several outliers where the observed irradiance is much smaller than the calculated irradiance. These points 
most likely correspond to cases where cloud reflectivity is underestimated due to incorrect illumination of cloud 
field by shadows of nearby clouds.

The same procedure is followed for the calculation of direct horizontal irradiance using measured DNI data 
from the Crucero II station from the Ministry of Energy network11. Direct horizontal irradiance (DIRcld) under a 
cloudy condition is calculated as

DIR DIR A(1 ) (11)R cs V= ⋅ −

Figure 3.  Fitted curve for the empirical model of GHI attenuation by clouds. The yellow dots are the irradiance 
under cloudy conditions calculated with the first approximation model (equation 8) versus measured irradiance 
for the same time and location under cloudy conditions. The red line correspond to the fitted quadratic function 
(equation 9).
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= . ⋅ + − . ⋅ +DIR DIR DIR0 0095 0 25 15 (12)cld R R
2

Where DIRcs is the clear sky direct horizontal irradiance. DIRcs is calculated from the clear sky DNI data that 
results from the radiative transfer model, multiplying by the cosine of the zenith angle at each time. The same 
procedure has been applied to the DNI measurements to obtain measured direct horizontal irradiance (DIRcld).

Finally, DNI for cloudy conditions is calculated as direct horizontal irradiance for cloudy conditions divided 
by the cosine of the solar zenith angle at each time and location.

Results
The GHI and DNI time series at one hour interval for the years 2004 until 2016 for a regular grid of 1 kilometer 
were estimated (the 1 km resolution corresponds to the approximate resolution of the GOES visible images). 
Additionally, shadows calculated with a 90 meter topography database have been applied to obtain a 90 meters 
solar irradiance database. The final database includes continental Chile, Easter Island and Robinson Crusoe island 
(these islands only have data from 2010).

With the GHI and DNI data it is possible to calculate diffuse horizontal irradiance (DHI) and global, direct 
and diffuse irradiance on tilted surfaces using a simplified method based on Perez37. Users can access the data-
bases from the project website and have the possibility of download a file for a specific location with the entire 
simulated period any of the variables listed in Table 1. In addition, users can plot figures of the summarized 
information on the website, as the inter-annual variability of the GHI annual mean for an specific location, or 
download files with the typical meteorological year of several meteorological variables to be used with the stand-
ard software packages used for the energy generation calculation.

Results validation.  Measured data of GHI have been collected from 140 stations belonging to CEAZA-MET, 
AGROMET-INIA, DMC, Chilean ministry of energy-GIZ and private companies. This station network covers a 
large part of the national territory, and captures the radiation response (and interaction) to all climates present in 
Chile. Figure 4 shows the location of the stations. Quality control of the data has been performed to classify the 
stations as high quality (67 stations) or low quality (73 stations). The data from high quality stations shows no sta-
tistical trends in hourly time series, no data obviously out of range and consistency between different years. These 
data can be used to validate the values of the solar irradiance database over different time scales. Low quality data 
have several types of errors, some of which have been corrected, but given our reduced confidence in these data 
they are only used to test the cloud detection algorithm and are not used to evaluate the irradiance estimates.

Cloud detection validation.  The cloudy cases are detected using the measured solar irradiance time-series. 
Cloudy periods in the observed data are identified when the measured irradiance deviates significantly from the 
theoretical clear-sky irradiance scaled according to each specific dataset, to account for trends in time instrumen-
tal bias. The steps to detect cloudy periods in measured GHI time series are:

	 1.	 Calculate clear sky GHI at the same location with the radiative transfer model.
	 2.	 Scale the clear sky GHI to eliminate bias between model and measurements in clear hours. To do this, a 1 

degree polynomial has been adjusted for each day between the model and the measurements. A high pass 
filter has been adjusted to the coefficients of the polynomial for all days, to obtain the coefficients only on 
the clear days. Interpolating for all times, the coefficients are obtained for all times and applied to the clear 
sky GHI. This step is necessary for the measurements that have trends in time due to lack of maintenance 
or instrumental drift.

	 3.	 For a time to be classified as cloudy, it must meet any of the following criteria:

(a) The difference between measured and clear sky irradiance at the same time must be greater than 100 W m/ 2.
(b) The difference between measured and clear sky irradiance at the same time must be greater than 50 W m/ 2 

and the slope between two consecutive times of the difference between measured and clear sky irradiance must 
be greater than 30 W m/ 2.

(c) The difference of the length path of the two time series must be grater than 30, according to the criteria 
developed by Reno and Hansen38.

Variable unit

Global horizontal irradiance W/m2

Direct horizontal irradiance W/m2

Diffuse horizontal irradiance W/m2

Global irradiance on a tilted surface W/m2

Direct irradiance on a tilted surface W/m2

Diffuse irradiance on a tilted surface W/m2

Direct normal irradiance W/m2

Daytime cloudiness 0–1

Fraction of the hour with shadows %

Table 1.  List of variables in the database available in the Energy Ministry website.
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(d) The slope between two consecutive data is calculated for the measured and modeled GHI. The absolute 
difference between the two values must be greater than 30 W m/ 2.

The observed cloudy cases are compared against the simulated results. According to measurements, cloudi-
ness in the north of the country (latitudes northern than 27° S) occurs less than 20% of the time, particularly in 
the Atacama Desert where cloud occurrence may be less than 5%. In the central region (between 27° S and 35° 
S) clouds are present between 20% and 30% of the time. However, south of 37° S cloudiness increases reaching 
values up to 60% along the western coast of Patagonia (blue dots in Fig. 5). The cloud detection algorithm matches 
the observation up to 95% of the time in the northern and central regions, but its accuracy decreases towards the 
south to around 80% in the frequently cloudy places (red dots in Fig. 5).

GHI validation.  The high quality measured data have been used to validate the model. We calculated hourly 
mean time series with the measured GHI data and hourly time series of irradiance at the same locations using the 
methodology described in this work.

To compare measured and modeled time series, mean percentage errors and root mean square errors have 
been calculated for hourly and daily mean data.

Figure 4.  For each one kilometer grid point, the daily average insolation of GHI (panel A) and DNI (panel B), 
for the period 2004 to 2016, were calculated using the global horizontal and direct normal irradiance hourly 
time-series respectively (which were calculated with the methodology presented in this work). Black dots in 
panel A show the position of the ground stations used to validate the irradiance database. The calculation and 
plotting of the daily average insolation for each grid point were made using Matlab software 8.5.0.197613, 
Academic License number 1086178 (https://www.mathworks.com/).

https://www.mathworks.com/
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where oi and mi are the individual values of hourly (or daily) mean measured and modeled respectively at one 
location. N is the number of hours or days in the time series.

The comparison of the modeled data and measurements is shown in Fig. 6, where each dot shows the MPE 
over the whole period at each location. The individual station MPE’s are all lower than 10% (see Fig. 7) and the 
RMSE is lower than 10% in northern stations and increases southward. Mean MPE and RMSE for all stations 
calculated with hourly time series and daily mean time series are presented in Table 2.

Data availability.  The datasets generated and analyzed during the current study are available free of charge 
from the “Explorador Solar” website www.minenergia.cl/exploradorsolar.

Figure 5.  The red dots represent the percentage of time in which the algorithm correctly classified between 
clear or cloudy skies at each station. The blue dots represents the percentage of time with cloudiness according 
to the irradiance measurements. The stations are arranged from north to south (left to right).

Figure 6.  The dots represent the daily GHI average for the full period of measurements at each station (x-axis) 
versus the estimated GHI average for the same period. The segmented and dotted lines mark the difference 
ranges of 10% and 5% respectively.

http://www.minenergia.cl/exploradorsolar
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Discussion and Conclusions
Cloudiness is the main factor that controls surface solar irradiance, so it is critical to have well defined distribu-
tion of cloudiness for the purpose of surface solar irradiance estimation. The cloud detection method presented 
has shown to work properly for most of cloud types (stratus, cumulus). However, five limitations should be care-
fully considered. First, during the sunrise and sunset, when the solar zenith angle is higher than 70 degrees, there 
might be large errors in cloud detection. Second, the algorithm has low sensitivity to cirrus clouds using the 
visible channel of the satellite. Third, clouds with a horizontal size less than a kilometer and clouds that last less 
than 30 minutes are also difficult to capture with present satellite data. Fourth, the geolocation of the satellite pix-
els for GOES 12 may have errors up to 4 kilometers. These errors potentially translate into large errors in surface 
radiance especially in regions of a sharp cloud distribution gradient such as the coastal region of Northern Chile. 
And lastly, over areas of permanent snow cover and salt lakes, in which surface reflectivities are similar or even 
higher than clouds, the calculation of irradiance is omitted. In addition to the problems noted above, some of the 
differences between modeled and measured cloudiness may be due to the fact that some of the clouds detected in 
the measured data could be really shadows of the environment. With no extra information, any decrease in meas-
ured irradiance has been used to infer the presence of a cloud, which may lead to an overestimation of observed 
cloudiness.

During periods of clear sky or in regions where clear sky are prevalent, aerosols give the greatest variability to 
the surface irradiance. The MACC and CAMS aerosol databases have not been fully validated for Chile, in part 
due to the lack of AOD measurements over the Desert, so we believe that a future validation and a better aerosol 
characterization could improve the performance of the model, particularly for DNI and DHI.

While global horizontal irradiance has been widely validated in Chile, the direct normal irradiance and diffuse 
horizontal irradiance should be used as a reference only, since they have only been validated with data from a 
single station (not shown in this paper), and the performance of the model for these two variables in the rest of 
the country is unknown.

The methodology used in this work was originally intended to be applied in the Chilean territory. However, 
given the accuracy of the model over the wide range of climates found in Chile, it is likely that the model can be 
generalized for the evaluation of solar irradiance in any part of the world.

References
	 1.	 Rondanelli, R., Molina, A. & Falvey, M. The Atacama surface solar maximum. Bulletin of the American Meteorological Society 96, 

405–418 (2015).
	 2.	 Del Campo, S. Estrategia Nacional de Energía 2012–2030. Ministerio de Energía (In Spanish. http://www. minenergia. cl/estrategia-

nacional-de-energia-2012. html) (2012).
	 3.	 de Energía, M. Energía 2050 política energética de Chile. Ministerio de Energía (In Spanish. http://www.energia2050. cl) (2016).

Figure 7.  The blue and green dots shows the MPE (Mean Percentage Error) and RMSE respectively for the GHI 
daily average time series at each station.

Statistic [%]

MPE clear sky hourly 0.13

MPE cloudy sky hourly 1.77

MPE total hourly 0.73

RMSE total hourly 20.81

MPE total daily 0.24

RMSE total daily 9.88

Table 2.  Validation results of GHI.



www.nature.com/scientificreports/

1 0SCientifiC REPOrts | 7: 14823  | DOI:10.1038/s41598-017-13761-x

	 4.	 Lapo, K. E., Hinkelman, L. M., Sumargo, E., Hughes, M. & Lundquist, J. D. A critical evaluation of modeled solar irradiance over 
California for hydrologic and land surface modeling. Journal of Geophysical Research: Atmospheres 122, 299–317 URL http://dx.doi.
org/10.1002/2016JD025527 doi:https://doi.org/10.1002/2016JD025527. 2016JD025527 (2017).

	 5.	 Bodas-Salcedo, A. et al. Origins of the solar radiation biases over the southern ocean in CFMIP2 models. Journal of Climate 27, 
41–56 http://dx.doi.org/10.1175/JCLI-D-13-00169.1 DOI https://doi.org/10.1175/JCLI-D-13-00169.1 (2014).

	 6.	 Universidad T´ecnica Federico Santa María, Comisi´on Nacional EnergÃa, Programa de las Naciones Unidas para el Desarrollo & 
Global Environment Facility. Irradianza solar en territorios de la República de Chile. Proyecto CHI/00/G32 “Chile: Remoción de 
Barreras para la Electrificación Rural con Energías Renovables” (2008).

	 7.	 Ceballos, J., Bottino, M. & de Souza, J. A simplified physical model for assessing solar radiation over Brazil using GOES 8 visible 
imagery. Journal of Geophysical Research 109, D02211 (2004).

	 8.	 Remund, J. & Kunz, S. METEONORM: Global meteorological database for solar energy and applied climatology (Meteotest, 1997).
	 9.	 Šúri, M., Cebecauer, T. & Skoczek, A. SolarGIS: Solar data and online applications for pv planning and performance assessment. In 

26th European photovoltaics solar energy conference (2011).
	10.	 Stackhouse, P. W. & Whitlock, C. Surface meteorology and solar energy (SSE) release 6.0, NASA SSE 6.0. Earth Sci. Enter. Program, 

Natl. Aeronaut. Space Adm. (NASA), Langley, http://eosweb. larc. nasa. gov/sse (2008).
	11.	 Ministry of Energy of Chile, G. I. Z. http://walker.dgf.uchile.cl/Mediciones/.
	12.	 Ortega, A., Escobar, R., Colle, S. & De Abreu, S. The state of solar energy resource assessment in Chile. Renew. Energy 35, 2514–2524 

(2010).
	13.	 Rutan, D. A. et al. CERES synoptic product: Methodology and validation of surface radiant flux. Journal of Atmospheric and Oceanic 

Technology 32, 1121–1143 (2015).
	14.	 Otkin, J. A. & Greenwald, T. J. Comparison of WRF model-simulated and MODIS-derived cloud data. Monthly Weather Review 136, 

1957–1970 (2008).
	15.	 Lara-Fanego, V., Ruiz-Arias, J., Pozo-Vázquez, D., Santos-Alamillos, F. & Tovar-Pescador, J. Evaluation of the WRF model solar 

irradiance forecasts in Andalusia (southern Spain). Solar Energy 86, 2200–2217 (2012).
	16.	 Ruiz-Arias, J. A., Arbizu-Barrena, C., Santos-Alamillos, F. J., Tovar-Pescador, J. & Pozo-Vázquez, D. Assessing the surface solar 

radiation budget in the WRF model: A spatiotemporal analysis of the bias and its causes. Mon. Weather. Rev. 144, 703–711 (2016).
	17.	 Xie, Y., Sengupta, M. & Dudhia, J. A fast all-sky radiation model for solar applications (FARMS): Algorithm and performance 

evaluation. Solar Energy 135, 435–445 (2016).
	18.	 Tarpley, J. Estimating incident solar radiation at the surface from geostationary satellite data. Journal of Applied Meteorology 18, 

1172–1181 (1979).
	19.	 Gautier, C., Diak, G. & Masse, S. Simple physical model to estimate incident solar radiation at the surface from GOES satellite data. 

Applied Meteorology 19, 1005–1012 (1980).
	20.	 Cano, D. et al. A method for the determination of the global solar radiation from meteorological satellite data. Solar Energy 37, 

31–39 (1986).
	21.	 Rigollier, C., Bauer, O. & Wald, L. On the clear sky model of the ESRA—European Solar Radiation Atlas—with respect to the 

Heliosat method. Solar energy 68, 33–48 (2000).
	22.	 Rigollier, C., Lefèvre, M. & Wald, L. The method Heliosat-2 for deriving shortwave solar radiation from satellite images. Solar Energy 

77, 159–169 (2004).
	23.	 Perez, R., Cebecauer, T. & Šúri, M. Semi-empirical satellite models. Solar Energy Forecast. Resour. Assessment; Acad. Press: Oxford, 

UK 21–48 (2013).
	24.	 Chou, M. & Suarez, M. A solar radiation parameterization for atmospheric studies. NASA Tech. Memo 104606, 40 (1999).
	25.	 Wallace, J. & Hobbs, P. Atmospheric science: An introductory survey, vol. 92 (Academic press, 2006).
	26.	 Joseph, J., Wiscombe, W. & Weinman, J. The delta-Eddington approximation for radiative flux transfer. J. Atmosph Sci. 33, 2452–2459 

(1976).
	27.	 Chou, M. A solar radiation model for use in climate studies. Journal of the Atmosph Sciences 49, 762–772 (1992).
	28.	 Kopp, G. & Lawrence, G. The total irradiance monitor (TIM): Instrument design. The Sol. Radiat. Clim. Exp. (SORCE) 91–109 

(2005).
	29.	 Kalnay, E. et al. The NCEP/NCAR 40-year reanalysis project. Bulletin of the American Meteorological Society 77, 437–471 (1996).
	30.	 Stein, O. et al. MACC global air quality services - Technical documentation (2011).
	31.	 Morcrette, J.-J. et al. Aerosol analysis and forecast in the european centre for medium-range weather forecasts integrated forecast 

system: Forward modeling. J. Geophys. Res. Atmospheres 114 (2009).
	32.	 Hillger, D. & Schmit, T. The GOES-13 science test: Imager and sounder radiance and product validations (US Dept. of Commerce, 

National Oceanic and Atmospheric Administration, National Environmental Satellite, Data and Information Service, 2007).
	33.	 Weinreb, M. et al. Operational calibration of Geostationary Operational Environmental Satellite-8 and-9 imagers and sounders. 

Applied Optics 36, 6895–6904 (1997).
	34.	 Jedlovec, G. J. & Laws, K. GOES cloud detection at the Global Hydrology and Climate Center. In 12th conference on satellite 

meteorology and oceanography, P1 (American Meteorological Society Long Beach, Canada, 2003).
	35.	 Liou, K. On the absorption, reflection and transmission of solar radiation in cloudy atmospheres. J. Atmospheric Sci. 33, 798–805 (1976).
	36.	 Rawlins, F. Aircraft measurements of the solar absorption by broken cloud fields: A case study. Q. J. Royal Meteorol. Soc. 115, 

365–382 (1989).
	37.	 Perez, R., Seals, R., Ineichen, P., Stewart, R. & Menicucci, D. A new simplified version of the Perez diffuse irradiance model for tilted 

surfaces. Solar Energy 39, 221–231 (1987).
	38.	 Reno, M. J. & Hansen, C. W. Identification of periods of clear sky irradiance in time series of GHI measurements. Renewable Energy 

90, 520–531 (2016).

Acknowledgements
We want to thank the Chilean Ministry of Energy for funding this work (project “Convenio de Colaboración y 
Transferencia de Recursos entre la Subsecretaría de Energía y la Universidad de Chile. Plataforma de información 
actualizada sobre el potencial de energías renovables en Chile” from 2010 to 2017) and for encourage the use of 
the non-conventional renewable energies in the country. TIM data provided by Laboratory of atmospheric and 
space physics, University of Colorado Boulder. NCEP Reanalysis data provided by the NOAA/OAR/ESRL PSD, 
Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/. We acknowledge the use of the 
aerosol optical depth and ozone data from Monitoring Atmospheric Composition and Climate and Copernicus 
Atmosphere Monitoring Service provided by the ECMWF. Satellite GOES 12 and 13 data provided by NOAA, 
USA from their website at https://www.class.ngdc.noaa.gov. MODIS snow cover and MODIS albedo provided 
by NASA from the Earthdata website https://worldview.earthdata.nasa.gov/. Ground stations data provided by 
CEAZA-MET, Dirección Meteorológica de Chile (DMC) and AGROMET-INIA. Molina A. thanks to Scaff L. for 
the critical review of this manuscript.

http://dx.doi.org/10.1002/2016JD025527
http://dx.doi.org/10.1002/2016JD025527
http://dx.doi.org/10.1175/JCLI-D-13-00169.1
http://dx.doi.org/10.1175/JCLI-D-13-00169.1
http://www.esrl.noaa.gov/psd/
https://www.class.ngdc.noaa.gov
https://worldview.earthdata.nasa.gov/


www.nature.com/scientificreports/

1 1SCientifiC REPOrts | 7: 14823  | DOI:10.1038/s41598-017-13761-x

Author Contributions
A.M. performed calculations, reviewed methodology and developed the final product with guidance and 
assistance by M.F. and R.R. All authors contributed to the manuscript.

Additional Information
Competing Interests: The authors declare that they have no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2017

http://creativecommons.org/licenses/by/4.0/

	A solar radiation database for Chile

	Methodology

	Clear sky irradiance. 
	Radiative transfer model. 
	Meteorological inputs. 

	Cloud characterization. 
	Empirical model for cloud attenuation. 

	Results

	Results validation. 
	Cloud detection validation. 
	GHI validation. 

	Data availability. 

	Discussion and Conclusions

	Acknowledgements

	Figure 1 This scheme shows the flow of the methodology used to estimate GHI and DNI.
	Figure 2 Example of the methodology of the cloud detection algorithm for a particular location.
	Figure 3 Fitted curve for the empirical model of GHI attenuation by clouds.
	Figure 4 For each one kilometer grid point, the daily average insolation of GHI (panel A) and DNI (panel B), for the period 2004 to 2016, were calculated using the global horizontal and direct normal irradiance hourly time-series respectively (which were 
	Figure 5 The red dots represent the percentage of time in which the algorithm correctly classified between clear or cloudy skies at each station.
	Figure 6 The dots represent the daily GHI average for the full period of measurements at each station (x-axis) versus the estimated GHI average for the same period.
	Figure 7 The blue and green dots shows the MPE (Mean Percentage Error) and RMSE respectively for the GHI daily average time series at each station.
	Table 1 List of variables in the database available in the Energy Ministry website.
	Table 2 Validation results of GHI.




